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Abst r act

Thi s docunent describes how to conpress nultiple | P headers and TCP
and UDP headers per hop over point to point |links. The methods can be
applied to of I Pv6 base and extension headers, |Pv4 headers, TCP and
UDP headers, and encapsul ated | Pv6 and | Pv4 headers.

Headers of typical UDP or TCP packets can be conpressed down to 4-7
octets including the 2 octet UDP or TCP checksum This largely
renoves the negative inpact of large I P headers and allows efficient
use of bandw dth on | ow and nedi um speed | i nks.

The conpression algorithns are specifically designed to work well
over links with nontrivial packet-loss rates. Several wireless and
nmodem t echnol ogi es result in such |inks.
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1. Introduction

There are several reasons to do header conpression on |ow or
medi um speed |inks. Header conpression can

* |Inprove interactive response tine

For very | ow speed |inks, echoing of characters may take |onger
t han 100- 200 ns because of the tine required to transnit |arge
headers. 100-200 ms is the maxi numtime people can tolerate

wi thout feeling that the systemis sluggish

* Allow using snmall packets for bulk data with good line efficiency

This is inportant when interactive (for exanple Telnet) and bul k
traffic (for exanple FTP) is m xed because the bul k data shoul d be
carried in small packets to decrease the waiting tinme when a
packet with interactive data is caught behind a bul k data packet.

Using smal | packet sizes for the FTP traffic in this case is a
gl obal solution to a local problem It will increase the |oad on
the network as it has to deal with many small packets. A better
solution mght be to locally fragnent the |arge packets over the
sl ow I nk.

* Allow using small packets for delay sensitive |low data-rate traffic

For such applications, for exanple voice, the time to fill a
packet with data is significant if packets are large. To get |ow
end-to-end delay snmall packets are preferred. Wthout header
conpression, the snallest possible | Pv6/UDP headers (48 octets)
consunme 19.2 kbit/s with a packet rate of 50 packets/s. 50
packets/s is equivalent to having 20 nms worth of voice sanples in
each packet. |Pv4/UDP headers consunes 11.2 kbit/s at 50
packets/s. Tunneling or routing headers, for exanple to support
mobility, will increase the bandw dth consumed by headers by 10-20
kbit/s. This should be conpared with the bandwi dth required for
the actual sound sanples, for exanple 13 kbit/s with GSM encodi ng.
Header conpression can reduce the bandw dth needed for headers
significantly, in the exanple to about 1.7 kbit/s. This enables

hi gher quality voice transm ssion over 14.4 and 28.8 kbit/s
nodens.

* Decrease header overhead.
A common size of TCP segnents for bulk transfers over medi um speed

links is 512 octets today. When TCP segnments are tunnel ed, for
exanpl e because Mbile IP is used, the I Pv6/1Pv6/ TCP header is 100
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octets. Header conpression will decrease the header overhead for
| Pv6/ TCP from 19.5 per cent to less than 1 per cent, and for
tunneled I Pv4/TCP from11.7 to less than 1 per cent. This is a
significant gain for line-speeds as high as a few Mit/s.

The 1 Pv6 specification prescribes path MIU di scovery, so with | Pv6
bul k TCP transfers should use segnents |arger than 512 octets when
possible. Still, with 1400 octet segnents (RFC 894 Et hernet
encapsul ati on all ows 1500 octet payl oads, of which 100 octets are
used for | P headers), header conpression reduces |Pv6 header
overhead from7.1%to 0.4%

* Reduce packet | oss rate over |ossy |inks.

Because fewer bits are sent per packet, the packet loss rate wll
be lower for a given bit-error rate. This results in higher

t hroughput for TCP as the sendi ng wi ndow can open up nore between
| osses, and in fewer |ost packets for UDP

The mechani snms described here are intended for a point-to-point |ink.
However, care has been taken to allow extensions for nulti-access
links and nul ti cast.

Headers that can be conpressed include TCP, UDP, |IPv4, and | Pv6 base
and extension headers. For TCP packets, the nechanisns of Van
Jacobson [ RFC-1144] are used to recover fromloss. Two additiona
mechani sms that increase the efficiency of VJ header conpression over
| ossy links are al so described. For non-TCP packets, conpression

sl owstart and periodic header refreshes allow m ninal periods of
packet discard after | oss of a header that changes the context. There
are hooks for addi ng header conpression schenes on top of UDP, for
exanpl e conpression of RTP headers.

Header conpression relies on many fields being constant or changing

seldomy in consecutive packets belonging to the sane packet stream
Fi el ds that do not change between packets need not be transnmitted at
all. Fields that change often with small and/or predictable val ues,
e.g., TCP sequence nunbers, can be encoded incrementally so that the
number of bits needed for these fields decrease significantly. Only
fields that change often and randomy, e.g., checksuns or

aut hentication data, need to be transmtted in every header.

The general principle of header conpression is to occasionally send a
packet with a full header; subsequent conpressed headers refer to the
context established by the full header and may contain increnental
changes to the context.
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Thi s header conpressi on schene does not require that all packets in
the sane stream passes over the conpressed |ink. However, for TCP
streanms the difference between subsequent headers can becone nore
irregul ar and the conpression rate can decrease. Neither is it
required that corresponding TCP data and acknow edgnment packets
traverse the link in opposite directions.

Thi s header conpression schene is useful on first-hop or |ast-hop
links as well as links in the mddle of the network. Wen many packet
streams (several hundred) traverse the link, a phenonmenon that could
be called C D thrashing could occur, where headers sel dom can be

mat ched with an existing context and have to be sent unconpressed or
as full headers. It is up to an inplenentation to use techniques such
as hysteresis to ensure that the packet streans that give the highest
conpression rates keep their context. Such techniques are nore
likely to be needed in the middle of the network

2. Term nol ogy
This section explains some ternms used in this docunent.
The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "COPTIONAL" in this
docunent are to be interpreted as described in RFC 2119.

Subheader

An | Pv6 base header, an | Pv6 extensi on header, an |Pv4 header, a
UDP header, or a TCP header

Header
A chain of subheaders.

Conpr ess
The act of reducing the size of a header by renovi ng header fields
or reducing the size of header fields. This is done in a way such
that a deconpressor can reconstruct the header if its context
state is identical to the context state used when conpressing the
header .

Deconpr ess

The act of reconstructing a conpressed header
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Context identifier (CID)

A smal | uni que nunber identifying the context that should be used
to deconpress a conpressed header. Carried in full headers and
conpressed headers.

Cont ext

The state which the conpressor uses to conpress a header and the
deconpressor uses to deconpress a header. The context is the
unconpressed version of the | ast header sent (conpressor) or
recei ved (deconpressor) over the link, except for fields in the
header that are included "as-is" in conpressed headers or can be
inferred from e.g., the size of the link-level frane.

The context for a packet streamis associated with a context
identifier. The context for non-TCP packet streans is al so
associated with a generation.

CGener ati on

For non- TCP packet streams, each new version of the context for a
given CIDis associated with a generation: a small nunmber that is
i ncrenent ed whenever the context associated with that Cl D changes.
Carried by full and conpressed non- TCP headers.

Packet stream

A sequence of packets whose headers are similar and share context.
For exanple, headers in a TCP packet stream have the sane source
and final destination address, and the same port nunbers in the
TCP header. Simlarly, headers in a UDP packet stream have the
sane source and destination address, and the sane port nunbers in
t he UDP header.

Ful I header (header refresh)
An unconpressed header that updates or refreshes the context for a
packet stream It carries a CIDthat will be used to identify the

cont ext .

Ful | headers for non-TCP packet streans al so carry the generation
of the context they update or refresh

Regul ar header

A normal, unconpressed, header. Does not carry CID or generation
associ ati on.
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3.

I ncorrect deconpression

When a conpressed and t hen deconpressed header is different from
t he unconpressed header. Usually due to m smatching context

bet ween the conpressor and deconpressor or bit errors during
transm ssion of the conpressed header

Differential coding

A conpression techni que where the conpressed val ue of a header
field is the difference between the current value of the field and
the value of the sane field in the previous header belonging to
the sane packet stream A deconpressor can thus obtain the val ue
of the field by adding the value in the conpressed header to its
context. This technique is used for TCP streans but not for non-
TCP streans.

Conpr essi on net hod

Much of the header information stays the sane over the life-tine of a
packet stream For non-TCP packet streans alnost all fields of the
headers are constant. For TCP many fields are constant and others
change with small and predictable val ues.

To initiate conpression of the headers of a packet stream a ful
header carrying a context identifier, CID, is transnmitted over the
link. The conpressor and deconpressor store nost fields of this ful
header as context. The context consists of the fields of the header
whose val ues are constant and thus need not be sent over the link at
all, or change little between consecutive headers so that it uses
fewer bits to send the difference fromthe previous val ue conpared to
sendi ng the absol ute val ue.

Any change in fields that are expected to be constant in a packet
streamw || cause the conpressor to send a full header again to
update the context at the deconpressor. As long as the context is the
sanme at conpressor and deconpressor, headers can be deconpressed to
be exactly as they were before conpression. However, if a full header
or conpressed header is lost during transnission, the context of the
deconpressor nmay becone obsolete as it is not updated properly.
Conmpressed headers will then be deconpressed incorrectly.

| Pv6 is not neant to be used over links that can deliver a
significant fraction of damaged packets to the IPv6 nodule. This
means that |inks nust have a very low bit-error rate or that |ink-
| evel frames nmust be protected by strong checksuns, forward error
correction or sonething of that nature. Header conpression SHOULD
not be used for |IPv4d wthout strong |link-Ievel checksuns. Danmaged
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franmes will thus be discarded by the link layer. The link |ayer

i mpl enentation mght indicate to the header conpression nodule that a
frane was damaged, but it cannot say what packet streamit bel onged
to as it mght be the CID that is damaged. MNboreover, frames may

di sappear without the link |ayer inplenentation s know edge, for
exanple if the link is a nulti-hop |ink where franes can be dropped
due to congestion at each hop. The kind of link errors that a header
conpressi on nodul e shoul d deal with and protect against will thus be
packet | oss.

So a header conpression schenme needs nmechani sns to update the context
at the deconpressor and to detect or avoid incorrect deconpression.
These nechani sns are very different for TCP and non-TCP streans, and
are described in sections 3.2 and 3. 3.

The conpressi on nechanisns in this document assune that packets are
not reordered between the conpressor and deconpressor. |If the link

does reorder, section 11 describes nechanisns for ordering the
packets before deconpression. It is also assuned that the |ink-I|ayer
i mpl erent ati on can provide the | ength of packets, and that there is
no padding in UDP packets or tunnel ed packets.

3.1. Packet types

Thi s conpression nmethod uses four packet types in addition to the
| Pv4 and | Pv6 packet types. The conbination of |ink-Ievel packet
type and the value of the first four bits of the packet uniquely
determ nes the packet type. Details on how these packet types are
represented are in section 13.

FULL_HEADER - indicates a packet with an unconpressed header
including a CID and, if not a TCP packet, a generation. It
est ablishes or refreshes the context for the packet stream
identified by the CD.

COVMPRESSED NON TCP - indicates a non-TCP packet with a conpressed
header. The conpressed header consists of a CID identifying what
context to use for deconpression, a generation to detect an

i nconsi stent context and the randomy changing fields of the
header .

COVMPRESSED TCP - indicates a packet with a conpressed TCP header,
containing a CID, a flag octet indentifying what fields have
changed, and the changed fields encoded as the difference from

t he previous val ue.
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COVMPRESSED TCP_NODELTA - indicates a packet with a conpressed TCP

header where all fields that are normally sent as the difference
to the previous value are instead sent as-is. This packet type
is only sent as the response to a header request fromthe
deconpressor. It nust not be sent as the result of a

retransm ssion.

In addition to the packet types used for conpression, regular |Pv4
and | Pv6 packets are used whenever a conpressor decides to not

conpress a packet. An additional packet type may be used to speed up

repair of TCP streans over |inks where the deconpressor can send
packets to the conpressor.

CONTEXT_STATE - indicates a special packet sent fromthe
deconpressor to the conpressor to communicate a list of (TCP)

Cl Ds for which synchroni zati on has been |lost. This packet is only

sent over a single link so it requires no | P header. The fornmat
is shown in section 10.2.

3.2. Lost packets in TCP packet streans

Since TCP headers are conpressed using the difference fromthe
previ ous TCP header, | oss of a packet with a conpressed or ful
header will cause subsequent conpressed headers to be deconpressed
i ncorrectly because the context used for deconpressi on was not

i ncrement ed properly.

Loss of a conpressed TCP header will cause the TCP sequence numbers
of subsequently deconpressed TCP headers to be off by k, where k is
the size of the |ost segnent. Such incorrectly deconpressed TCP
headers wi Il be discarded by the TCP receiver as the TCP checksum
reliably catches "of f-by-k" errors in the sequence nunbers for

pl ausi bl e k.

TCP' s repair mechanisns will eventually retransmt the discarded
segnment and the conpressor peeks into the TCP headers to detect when
TCP retransnmits. \Wien this happens, the conpressor sends a ful
header on the assunption that the retransm ssion was due to

m smat chi ng conpression state at the deconpressor. [RFC 1144] has a
good expl anation of this nechani sm

The mechani sns of section 10 should be used to speed up the repair of
the context. This is inportant over nedi um speed |inks with high
packet |oss rates, for exanple wireless. Losing a tinmeout's worth of
packets due to inconsistent context after each packet |ost over the
link is not acceptable, especially when the TCP connection is over
the wi de area
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3.3. Lost packets in UDP and other non-TCP packet streans

Incorrectly deconpressed headers of UDP packets and ot her non- TCP
packets are not so well-protected by checksuns as TCP packets. There
are no sequence nunbers that becone "of f-by-k" and virtually
guarantees a failed checksumas there are for TCP. The UDP checksum
only covers payl oad, UDP header, and pseudo header. The pseudo
header includes the source and destinati on addresses, the transport
protocol type and the length of the transport packet. Except for
those fields, large parts of the | Pv6 header are not covered by the
UDP checksum Mbreover, other non-TCP headers | ack checksuns

al t ogether, for exanple fragnments.

In order to safely avoid incorrect deconpression of non-TCP headers,
each version of the context for non-TCP packet streans is identified
by a generation, a small nunber that is carried by the full headers
that establish and refresh the context. Conpressed headers carry the
generation value of the context that were used to conpress them

When a deconpressor sees that a conpressed header carries a
generation value other than the generation of its context for that
packet stream the context is not up to date and the packet mnust be
di scarded or stored until a full header establishes correct context.

Differential coding is not used for non-TCP streans, so conpressed
non- TCP headers do not change the context. Thus, |loss of a
conpressed header does not invalidate subsequent packets with
conpressed headers. Moreover, the generation changes only when the
context of a full header is different fromthe context of the
previous full header. This nmeans that losing a full header will nake
the context of the deconpressor obsolete only when the full header
woul d actual ly have changed the context.

The generation field is 6 bits long so the generation val ue repeats
itself after 64 changes to the context. To avoid incorrect
deconpression after error bursts or other tenporary disruptions, the
conpressor nmust not reuse the sane generation value after a shorter
time than M N WRAP seconds. A deconpressor which has been

di sconnected M N WRAP seconds or nore nust wait for the next ful
header before deconpressing. A conpressor nust wait at |east M N WRAP
seconds after booting before conpressing non-TCP headers. Instead of
reusi ng a generation value too soon, a conpressor may switch to
another CID or send regul ar headers until M N WRAP seconds have
passed. The value of M N WRAP is found in section 14.
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3.3.1. Conpression Slow Start

To allow the deconpressor to recover quickly fromloss of a ful
header that woul d have changed the context, full headers are sent
periodically with an exponentially increasing period after a change
in the context. This technique avoi ds an exchange of nessages between
conpressor and deconpressor used by other conpression schenes, such
as in [RFC 1553]. Such exchanges can be costly for wireless nobiles
as nore power is consuned by the transnmitter and del ay can be

i ntroduced by swi tching between sending and receiving. Moreover,
techni ques that require an exchange of nmessages cannot be used over
simpl ex links, such as direct-broadcast satellite channels or cable
TV systens, and are hard to adapt to nulticast over multi-access
I'inks.

AN

Change Sent packets: | with full header, . with conpressed header

The picture shows how packets are sent after change. The conpressor
keeps a variable for each non-TCP packet stream F_PERIOD, that keeps
track of how many conpressed headers nmay be sent between ful

headers. When the headers of a non-TCP packet stream change so that
its context changes, a full header is sent and F PERIOD is set to
one. After sending F_PERI OD conpressed headers, a full header is
sent. F_PERIOD is doubled each tine a full header is sent during
conpression slowstart.

3.3.2. Peri odi ¢ Header Refreshes

To avoid losing too many packets if a receiver has lost its context,
there is an upper limt, F_MAX_PERI OD, on the nunber of non-TCP
packets with conpressed headers that nmay be sent between header
refreshes. If a packet is to be sent and F_MAX PERI OD conpressed
headers have been sent since the last full header for this packet
stream was sent, a full header nust be sent.

To avoid | ong periods of disconnection for | ow data rate packet
streanms, there is also an upper bound, F_MAX TIME, on the tine
between full headers in a non-TCP packet stream I|f a packet is to be
sent and nore than F_MAX Tl ME seconds have passed since the last ful
header was sent for this packet stream a full header nust be sent.
The val ues of F_MAX PERIOD and F_MAX TIME are found in section 14.
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3.3.3. Rules for sending Full Headers

The foll owi ng pseudo code can be used by the conpressor to determ ne
when to send a full header for a non-TCP packet stream The code
mai ntai ns two vari abl es:

C _NUM -- a count of the nunber of conpressed headers sent
since the last full header was sent.
F_LAST -- the time of sending the last full header

and uses the functions

current _tinme() return the current tinme
nm n(a, b) return the smallest of a and b

the procedures send_full _header(), increnent_generation_val ue(),
and send_conpressed_header ()
do the obvi ous thing.

if ( <this header changes the context>)
C NUM : = 0O;
F LAST := current _tinme();
F_PERIOD : = 1;
i ncrenent _generation_val ue();
send_full header();
elseif ( C.NUM>= F_PERI QD)
C NUM : = 0;
F LAST := current _tinme();
F PERROD := min(2 * F_PERIOD, F_MAX_PERI QD) ;
send_ful | _header();
elseif ( current_tine() > F_LAST + F_MAX_TIME )
C NUM : = 0;
F LAST := current _tinme();
send_ful | _header();
el se

C NUM:= C NUM + 1
send_conpressed_header () ;

endi f
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3.3.4. Cost of sending Header Refreshes

If every f'th packet carries a full header, His the size of a ful
header, and Cis the size of a conpressed header, the average header
size is

(HQ/f + C

For f > 1, the average header size is (HCQ/f larger than a
conpressed header.

In a diagram where the average header size is plotted for various f
val ues, there is a distinct knee in the curve, i.e., thereis alinit
beyond which further increasing f gives dimnishing returns.
F_MAX_PERI OD shoul d be chosen to be a frequency well to the right of
the knee of the curve. For typical sizes of Hand C, say 48 octets
for the full header (IPv6/UDP) and 4 octets for the conpressed
header, setting F MAX PERIOD > 44 neans that full headers wll
contribute less than an octet to the average header size. Wth a
four-address routing header, F_MAX PERIOD > 115 will have the sane
effect.

The default F_MAX PERI OD val ue of 256 (section 14) puts the ful
header frequency well to the right of the knee and neans that ful
headers will typically contribute considerably | ess than an octet to
t he average header size. For H = 48 and C = 4, full headers
contribute about 1.4 bits to the average header size after reaching
the steady-state header refresh frequency determ ned by the default

F MAX PERIOD. 1.4 bits is a very snall overhead

After a change in the context, the exponential backoff scheme wll
initially send full headers frequently. The default F_MAX PERI OD
will be reached after nine full headers and 255 conpressed headers
have been sent. This is equivalent to a little over 5 seconds for a
typical voice streamwith 20 ns worth of voice sanpl es per packet.

During the whol e backoff period, full headers contribute 1.5 octets
to the average header size when H= 48 and C = 4. For 20 ns voice
samples, it takes less than 1.3 seconds until full headers contribute
| ess than one octet to the average header size, and during these
initial 1.3 seconds full headers add |less than 4 octets to the
average header size. The cost of the exponential backoff is not
great and as the headers of non-TCP packet streans are expected to
change seldomy, it will be anortized over a long tine.
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The cost of header refreshes in terns of bandw dth are higher than
simlar costs for hard state schenes |ike [ RFC 1553] where ful
headers must be acknow edged by the deconpressor before conpressed
headers may be sent. Such schenmes typically send one full header plus
a few control nessages when the context changes. Hard state schenes
require nore types of protocol nessages and an exchange of nessages
is necessary. Hard state schenes al so need to deal explicitly with
various error conditions that soft state handles autonatically, for

i nstance the case of one party di sappearing unexpectedly, a conmon
situation on wireless |links where nobiles may go out of range of the
base station.

The maj or advantage of the soft state schene is that no handshakes
are needed between conpressor and deconpressor, so the schene can be
used over sinplex links. The costs in terns of bandw dth are higher
than for hard state schenes, but the sinplicity of the deconpressor,
the sinplicity of the protocol, and the | ack of handshakes between
conpressor and deconpressor justifies this small cost. Moreover, soft
state schenmes are nore easily extended to nmulticast over nulti-access
links, for exanple radio Iinks.

4. G ouping packets into packet streans

This section expl ains how packets MAY be grouped together into packet
streans for conpression. To achieve the best conpression rates,
packets SHOULD be grouped together such that packets in the sane
packet stream have simlar headers. If this grouping fails, header
conpression performance will be bad, since the conpression algorithm
can rarely utilize the existing context for the packet stream and
full headers nust be sent frequently.

Grouping is done by the conpressor. A conpressor may use whatever
criterion it finds appropriate to group packets into packet streans.
To determ ne what packet stream a packet belongs to, a conpressor MAY

a) exam ne the conpressible chain of subheaders (see section 7),

b) exanmine the contents of an upper |ayer protocol header that
foll ows the conpressible chain of subheaders, for exanple | CW
headers, DVMRP headers, or tunneled |IPX headers,

c) use information obtained froma resource nmanager, for exanple if a
resource manager requests conpression for a particular packet
stream and provides a way to identify packets belonging to that
packet stream
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d) use any other relevant information, for exanple if routes flap and
the hop limt (TTL) field in a packet stream changes frequently
between n and n+k, a conpressor may choose to group the packets
into two different packet streans.

A conpressor is also free not to group packets into packet streans
for conpression, letting sone packets keep their regular headers and
passi ng them t hrough unnodifi ed.

As long as the rules for when to send full headers for a non-TCP
packet stream are foll owed and subheaders are conpressed as specified
in this docunent, the deconpressor is able to reconstruct a
conpressed header correctly regardl ess of how packets are grouped

i nto packet streans.

4.1 Cuidelines for grouping packets

In this section we give OPTIONAL gui delines for how a conpressor may
group packets into packet streans for conpression

Defining fields

The defining fields of a header should be present and identical in
al | packets belonging to the sane packet stream These fields are
mar ked DEF in section 7. The defining fields include the flow

| abel, source and destination addresses of |P headers, fina
destination address in routing headers, the next header fields
(for 1Pv6), the protocol field (IPv4), port nunbers (UDP and TCP),
and the SPI in authentication and encryption headers.

Fragnent ed packets

Fragnment ed and unfragnent ed packets shoul d never be grouped
together in the same packet stream The ldentification field of
the Fragnent header or |Pv4 header should not be used to identify
the packet stream If it was, the first fragment of a new packet
woul d cause a conpression slowstart.

No field after a Fragnent Header, or an | Pv4 header for a
fragment, should be used for grouping purposes.

Upper protocol identification
The first next header field identifying a header not described in
section 7 should be used for identifying packet streans, i.e., al

packets with the sanme DEF fields and the same upper protoco
shoul d be grouped together
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5.

5.

TTL field (Hop Limit field)

A sophisticated i nplenentation mght nonitor the TTL (Hop Limt)
field and if it changes frequently use it as a DEF field. This can
occur when there are frequent route flaps so that packets traverse
di fferent paths through the internet.

Traffic Cass field (I1Pv6), Type of Service field (IPv4)

It is possible that the Traffic Class field of the | Pv6 header and
the Type of Service of the | Pv4 header will change frequently

bet ween packets with otherwi se identical DEF fields. A

sophi sticated i npl enentation should watch out for this and be
prepared to use these fields as defining fields.

When | P packets are tunnel ed they are encapsulated with an additiona
| P header at the tunnel entry point and then sent to the tunne
endpoi nt. To group such packets into packet streans, the inner
headers shoul d al so be exanm ned to determine the packet stream |If
this is not done, full headers will be sent each tinme the headers of
the inner | P packet changes. So when a packet is tunneled, the
identifying fields of the inner subheaders should be considered in
addition to the identifying fields of the initial |IP header.

An i mpl enentation can use other fields for identification than the
ones described here. If too many fields are used for identification
performance ni ght suffer because nore CIDs will be used and the w ong
Cl Ds might be reused when new flows need CIDs. If too few fields are
used for identification, performance m ght suffer because there are
too frequent changes to the context.

We stress that these guidelines are educated guesses. Wen IPv6 is

wi dely depl oyed and | Pv6 traffic can be anal yzed, we night find that

ot her grouping algorithnms performbetter. W also stress that if the

grouping fails, the result will be bad performance but not incorrect

deconpressi on. The deconpressor can do its task regardl ess of how the
groupi ng al gorithm worKks.

Si ze | ssues
1. Context ldentifiers
Context identifiers can be 8 or 16 bits long. Their size is not

relevant for finding the context. An 8-bit CIDwth value two and a
16-bit CIDwith value two are equival ent.

Degernmark, et. al. St andards Track [ Page 16]



RFC 2507 | P Header Conpression February 1999

The CI D spaces for TCP and non-TCP are separate, so a TCP CID and a
non-TCP CI D never identify the same context. Even if they have the
sanme val ue. This doubles the available CID space while using the same
nunber of bits for CIDs. It is always possible to tell whether a
full or conpressed header is for a TCP or non-TCP packet, so no

m Xups can occur.

Non- TCP conpressed headers encode the size of the CID using one bit
in the second octet of the conpressed header. The 8-bit CID allows a
m ni mum conpr essed header size of 2 octets for non-TCP packets, the
CID uses the first octet and the size bit and the 6-bit Generation
value fit in the second octet.

For TCP the only available CID size is 8 bits as in [RFC-1144]. 8
bits is probably sufficient as TCP connections are al ways point-to-
poi nt .

The 16 bit CID size may not be needed for point-to-point links; it is
i ntended for use on nulti-access |inks where a |arger Cl D space nmay
be needed for efficient selection of ClDs.

The major difficulty with nmulti-access links is that severa
conpressors share the CI D space of a deconpressor. ClIDs can no

| onger be sel ected i ndependently by the conpressors as collisions nmay
occur. This problemnay be resolved by letting the deconpressors
have a separate CID space for each conpressor. Having separate CI D
spaces requires that deconpressors can identify which conpressor sent
t he conpressed packet, perhaps by utilizing link-layer information as
to who sent the link-layer frame. |If such information is not

avail able, all conpressors on the nulti-access link nmay be
enuner at ed, automatically or otherw se, and supply their nunber as
part of the CID. This latter nmethod requires a | arge CI D space.

5.2. Size of the context

The size of the context SHOULD be linited to sinplify inplenentation
of conpressor and deconpressor, and put a linit on their nmenory
requi renents. However, there is no upper linmt on the size of an

| Pv6 header as the chain of extension headers can be arbitrarily
long. This is a problemas the context is essentially a stored
header .

The configurabl e paraneter MAX HEADER (see section 14) represents the
maxi mum si ze of the context, expressed as the nmaxi mum si zed header
that can be stored as context. Wien a header is |larger than
MAX_HEADER, only part of it is stored as context. An inplenentation
MUST NOT conpress nore than the initial MAX HEADER octets of a
header. An inplenentation MJUST NOT partially conpress a subheader
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Thus, the part of the header that is stored as context and is
conpressed is the longest initial sequence of entire subheaders that
is not |arger than MAX_HEADER octets.

5.3. Size of full headers

It is desirable to avoid increasing the size of packets with ful
headers beyond their original size, as their size may be optim zed
for the MIU of the link. Since we assune that the Iink |ayer

i npl enent ati on provides the | ength of packets, we can use the length
fields in full headers to pass the values of the CID and the
generation to the deconpressor.

This requires that the link-layer nust not add padding to the

payl oad, at |east not padding that can be delivered to the
destination link user. It is also required that no extra padding is
added after UDP data or in tunneled packets. This all ows val ues of
length fields to be calculated fromthe |l ength of headers and the

I ength of the link-layer frane.

The generation requires one octet and the CID may require up to 2
octets. There are length fields of 2 octets in the | Pv6 Base Header,
the 1 Pv4 header, and the UDP header

A full TCP header will thus have at |east 2 octets available in the
| P header to pass the 8 bit CID, which is sufficient. There will be
nore than two octets available if there is nore than one | P header

[ RFC-1144] uses the 8 bit Protocol field of the | Pv4 header to pass
the CID. W cannot use the correspondi ng nethod as the sequence of

| Pv6 extension headers is not fixed and CI D val ues are not disjoint
fromthe | egal values of Next Header fields.

An | Pv6/ UDP or | Pv4/UDP packet will have 4 octets available to pass

the generation and the CID, so all CI D sizes may be used. Fragmented
or encrypted packet streans may have only 2 octets available to pass
the generation and CID. Thus, 8-bit CiDs nay be the only CI D sizes

that can be used for such packet streanms. Wen |Pv6/1Pv4 or

| Pv4/ 1 Pv6 tunneling is used, there will be at |east 4 octets

avail abl e, and both CI D sizes nmay be used.

The generation value is passed in the higher order octet of the first
length field in the full header. Wen only one length field is
available, the 8-bit CIDis passed in the |l ow order octet. Wen two
length fields are available, the |lowest two octets of the CID are
passed in the second length field and the | ow order octet of the
first length field carries the highest octet of the CD
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5.3.1. Use of length fields in full TCP headers
Use of first length field:

B il i S S S S S T S S
Length field | LSB of pkt nr | CID
B T i i S i S S e e

Use of second length field if avail able:

B il i S S S S S T S S
Second length field | MSB of pkt nr | 0
B T i i S i S S e e

Pkt nr is short for packet sequence nunber, described in section
11. 2.

5.3.2. Use of length fields in full non-TCP headers
Ful I non-TCP headers with 8-bit ClD:

B R R S b i T it s O S S SR SR SR
First length field | 0| D Generati onj CID
i T R i el i it S SRR R S SR SR S

Bk o I I e S S T e e e e
Second length field (if avail.) | 0 | Data (if D=1) |
B i i S S S Tk i o

Ful |l non-TCP headers with 16-bit Cl D

R et e i S S S R S
First length field | 1] D] Generation| Data (if D=1) |
B i i S S S Tk i o

B ol ok ks o S S S e e e S
Second length field | clD |
Bk o I I e S S T e e e e

The first bit in the first length field indicates the length of the

CID. The Data field is zero if Dis zero. The use of the D bit and
Data field is explained in section 12.
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6. Conpressed Header Fornats

Thi s section uses sonme terninology (DELTA, RANDOV) defined in section
7.

a) COVWPRESSED TCP format (simlar to [ RFC 1144]):

+- - - - - - - -+
| aD |
+- - - - - - - -+
[ROI PSAWLU
+- - - - - - - -
| |
+ TCP Checksum +
| |
+- - - - - - - -+
| RANDOM fields, if any (see section 7) (inplied)

| R-octet | (if R=1)
| _ U; g_en£ ;30i_ n£ e; Val ue (if U=1)
| Wndow Delta (if W)
| . A;:k;m\_/vl ;ad;]m_eni Nunmber Delta (if A=1)
| _ S_eq_ue;lc_e ;\Iu;rb_er Delta (if S=1)
|-Ii3v;1Id;an£i1:i-cation Delta (if 1=1)
|q)t|ons (if O=1)

The latter flags in the second octet (IPSAWJ) have the sanme neaning
as in [RFC-1144], regardl ess of whether the TCP segnents are carried
by 1Pv6 or I Pv4d. The C bit has been elim nated because the CIDis

al ways present. The context associated with the Cl D keeps track of
the I P version and what RANDOM fi el ds are present. The order between
delta fields specified here is exactly as in [RFC-1144]. An

i npl ementation will typically scan the context fromthe begi nning and
insert the RANDOM fields in order. The RANDOM fields are thus placed
before the DELTA fields of the TCP header in the sane order as they
occur in the original unconpressed header.
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The | flag is zero unless an | Pv4 header i medi ately precedes the TCP
header. The conbi ned | Pv4/ TCP header is then conpressed as a unit as
described in [RFC-1144]. ldentification fields in | Pv4 headers that
are not inmrediately followed by a TCP header are RANDOM

If the Oflag is set, the Options of the TCP header were not the sane
as in the previous header. The entire Option field are placed last in
t he conpressed TCP header.

If the Rflag is set, there were differences between the context and
the Reserved field (6 bits) in the TCP header or bit 6 or 7 of the
TOS octet (Traffic Class octet) in a | Pv4d header (IPv6 header) that

i medi ately precedes the TCP header. An octet with the actual val ues
of the Reserved field and bit 6 and 7 of the TGS or Traffic O ass
field is then placed i nmediately after the RANDOM fields. Bits 0-5
of the passed octet is the actual value of the Reserved field, and
bits 6 and 7 are the actual values of bits 6 and 7 in the TGS or
Traffic Cass field. If there is no preceding |P header, bits 6 and 7
are 0. The octet passed with the R flag MJUST NOT update the context.

NOTE: The R-octet does not update the context because if it did, the
NnTCP checksum woul d not guard the receiving TCP from erroneously
deconpressed headers. Bits 6 and 7 of the TGS octet or Traffic C ass
octet is expected to change frequently due to Explicit Congestion
Noti fi cation.

See section 7.12 and [ RFC-1144] for further information on how to
conpress TCP headers.

b) COWPRESSED TCP_NCDELTA header fornat

i e s

| ab |

+- - - - - - - -+

| RANDOM fields, if any (see section 7) (inplied)
+- - - - - - - -

| Whol e TCP header except for Port Numbers

i e s
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c) Conpressed non-TCP header, 8 bit CI D
0 7
B S e e s
abD |
- . S T
Gener ati on
B S R
dat a | (if D=1)

+
|
+- 4o+
| 0] D
+- 4o+
|

| RANDOM fields, if any (section 7) (inplied)

d) Conpressed non-TCP header, 16 bit C D
0 7

1
+
1
+
1
+
1
1
+
1

3

(o

o

ta
~ + 0O+
+

]
+
]
+
]

[N
+— +

QO

+ 0 +
o
o

+
on
+

]
+ -
]

T
O
o +

9

1

ToTh

+ T4+ S 4+ 4
)

H
o
Q
8
o+

1
+
+

+
|
+
|
+
|
+
|

—+—+—+— +

(if D=1)
| RANDOM fields, if any (section 7) (inplied)

The generation, CID and optional one octet data are foll owed by

rel evant RANDOM fi el ds (see section 7) as inplied by the conpression
state, placed in the same order as they occur in the origina
unconpressed header, followed by the payl oad.

7. Conpression of subheaders

This section gives rules for how the conpressible chain of subheaders
is conpressed. These rules MJST be foll owed. Subheaders that may be
conpressed include | Pv6 base and extensi on headers, TCP headers, UDP
headers, and | Pv4 headers. The conpressible chain of subheaders
extends from the beginning of the header

a) up to but not including the first header that is not an |IPv4
header, an | Pv6 base or extension header, a TCP header, or a UDP
header, or

b) up to and including the first TCP header, UDP header, Fragnent

Header, Encapsul ating Security Payl oad Header, or |Pv4 header for
a fragnent,

Degernmark, et. al. St andards Track [ Page 22]



RFC 2507 | P Header Conpression February 1999

whi chever gives the shorter chain. For exanple, rules a) and b) both
fit a chain of subheaders that contain a Fragnent Header and ends at
a tunnel ed | PX packet. Since rule b) gives a shorter chain, the
conpressi bl e chain of subheaders stops at the Fragment Header.

The followi ng subsections are a systematic classification of how all
fields in subheaders are expected to change.

NOCHANGE The field is not expected to change. Any change neans
that a full header MJUST be sent to update th